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Why intelligent agents?



Trends

Five ongoing trends have marked the history of computing:

• ubiquity

• interconnection

• intelligence

• delegation

• human-orientation
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Ubiquity

• The continual reduction in cost of computing capability has made it possible to introduce

processing power into places and devices that would have once been uneconomic

• As processing capability spreads, sophistication (and intelligence of a sort) becomes

ubiquitous

• What could benefit from having a processor embedded in it?
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Interconnection

• Computer systems today no longer stand alone, but are networked into large distributed

systems

• The internet is an obvious example, but networking is spreading its ever-growing tentacles

• Since distributed and concurrent systems have become the norm, some researchers are

putting forward theoretical models that portray computing as primarily a process of

interaction
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Intelligence and Delegation

• The complexity of tasks that we are capable of automating and delegating to computers

has grown steadily

• Computers are doing more for us, without our intervention

• We are giving control to computers, even in safety critical tasks. For example:

• fly-by-wire aircraft, where the machine’s judgment may be trusted more than an experienced

pilot

• fly-by-wire cars, intelligent braking systems, cruise control that maintains distance from car

in front
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Human Orientation

• The movement away from machine-oriented views of programming toward concepts and

metaphors that more closely reflect the way we ourselves understand the world

• Programmers (and users) relate to the machine differently

• Programmers conceptualize and implement software in terms of higher-level –– more

human-oriented – abstractions

8



Where does it bring us?

Delegation and Intelligence imply the need to build computer systems that can act effectively

on our behalf.

This implies:

• The ability of computer systems to act independently

• The ability of computer systems to act in a way that represents our best interests while

interacting with other humans or systems
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Cooperation and agreements

• Interconnection and distribution have become core motifs in computer science

• But interconnection and distribution, coupled with the need for systems to represent our

best interests, implies systems that can cooperate and reach agreements (or even

compete) with other systems that have different interests (much as we do with other

people)
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We need to study autonomous agents and multiaget systems

All of these trends have led to the emergence of a new field in Computer Science:

autonomous agents (AA) and multiagent systems (MAS)

In AAMAS, we address questions such as:

• How can cooperation emerge in societies of self-interested agents?

• What kinds of languages can agents use to communicate?

• How can self-interested agents recognize conflict, and how can they (nevertheless) reach

agreement?

• How can autonomous agents coordinate their activities so as to cooperatively achieve

goals?
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Agents, a definition

An agent

is a computer system that is capable of independent action on behalf of its user or owner

(figuring out what needs to be done to satisfy design objectives, rather than constantly being

told)

Agent Design

How do we build agents capable of independent, autonomous action, so that they can

successfully carry out tasks we delegate to them?
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Multiagent Systems, a definition

A multiagent system (MAS)

is one that consists of a number of agents, which interact with one-another. In the most

general case, agents will be acting on behalf of users with different goals and motivations.

To successfully interact, they will require the ability to cooperate, coordinate, and

negotiate with each other, much as people do.

Society Design

How do we build agents that are capable of interacting (cooperating, coordinating,

negotiating) with other agents in order to successfully carry out those delegated tasks,

especially when the other agents cannot be assumed to share the same interests/ goals?
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Agents and Multiagent Systems: an interdisciplinary field

• The field of Multiagent Systems is influenced and inspired by many other fields:

• Economics

• Philosophy

• Game Theory

• Logic

• Ecology

• Social Sciences

• This can be both a strength (infusing well-founded methodologies into the field) and a

weakness (there are many different views as to what the field is about)

• This has analogies with artificial intelligence itself
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Objections to Multiagent Systems

Isn’t it all just AI?

• We don’t need to solve all the problems of artificial intelligence (i.e., all the components of

intelligence) in order to build really useful agents

• Classical AI ignored social aspects of agency. These are important parts of intelligent

activity in real-world settings
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Objections to Multiagent Systems

Isn’t it all just Economics/Game Theory?

• These fields also have a lot to teach us in multiagent systems, but:

• Insofar as game theory provides descriptive concepts, it doesn’t always tell us how to

compute solutions; we’re concerned with computational, resource-bounded agents

• Some assumptions in economics/game theory (such as a rational agent) may not be valid or

useful in building artificial agents

16



Objections to Multiagent Systems

Isn’t it all just Social Science?

• We can draw insights from the study of human societies, but there is no particular reason

to believe that artificial societies will be constructed in the same way

• Again, we have inspiration and cross-fertilization, but hardly subsumption
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What is meant by intelligent

agents?



What is an agent?

• The main point about agents is

they are autonomous: capable

of acting independently,

exhibiting control over their

internal state

Thus

an agent is a computer system capable of

autonomous action in some environment in

order to meet its design objectives

AGENT

ENVIRONMENT

input output
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What is an agent?
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What is an agent?
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What is an intelligent agent?

Autonomy and controllability:

• Outside the AI/AAMAS community,

intelligent autonomous agents are

perceived as: self-aware, uncontrollable

entities whose autonomy emerges as an

“extra-program” property

• An agent can take steps that are not

included since from the beginning in its

program
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Let me open a parenthesis...



Turing’s Test (1950)

• A person or a computer are hidden from

an investigator

• Interaction:

• The investigator asks (written) questions

• The hidden entity provides (written)

responses

• Will the investigator understand if on the

other part there is a person or a

computer?
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Intelligence is understanding

Is it enough to produce the expected outputs to

say that there is understanding?
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The Chinese room (J. Searle)

• A computer, it is programmed to respond with certain Chinese characters to other Chinese

characters received as input. The human interlocutor speaking in Chinese does not see the

computer that is locked in a room. What will he think of who is in the room?1

• Does he/she/it speak Chinese? Does he/she/it understand?

1Searle, John. R. (1980) Minds, brains, and programs. Behavioral and Brain Sciences 3 (3): 417-457
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The Chinese room (J. Searle)

• A person locked in the room has instructions for respond with certain Chinese characters

in response to other Chinese ideograms

• Does he/she/it speak Chinese? Does he/she/it understand? “Instantiating a

computer program is never by itself a sufficient condition of intentionality”
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OK Google!

An impressive application

Does he/she/it speak Italian/English/Chinese?

Does he/she/it understand?
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OK Google!

An impressive application

Does he/she/it speak Italian/English/Chinese?

Does he/she/it understand?

• It is a user interface

• It associates sounds with written words

and uses these words as search keywords in

the wide repertoire of documents

accessible via the web

• The association is built by using statistical

natural language processing techniques
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Strong and weak AI

• Strong AI: is it possible to reproduce human intelligence?

Including self-awareness, sentience, . . .

• Weak AI: are there automatic ways to solve problems that require intelligence for a

human being?

Task-oriented, study of human thought and behavior
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What can a calculator do? Functions of the kind f : N → N

1010010011
1001001010
1001010010
1000010001

1100010011
1111001010
1000011110
0000011101

→
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The software is neither “good” nor “bad” but it can be poorly programmed
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Parenthesis closed



What is an intelligent agent?

Trivial (non-interesting) agents::

• thermostat

• UNIX deamon

An intelligent agent

is a computer system capable of flexible autonomous action in some environment.

By flexible, we mean:

• reactive

• pro-active

• social
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Reactivity

• If a program’s environment is guaranteed to be fixed, the program need never worry about

its own success or failure – program just executes blindly (eg. a compiler)

• The real world is not like that: things change, information is incomplete. Many (most?)

interesting environments are dynamic

• Software is hard to build for dynamic domains: program must take into account possibility

of failure – ask itself whether it is worth executing!
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Reactivity

A reactive agent

is one that maintains an ongoing interaction

with its environment, and responds to

changes that occur in it (in time for the

response to be useful).

A reactive agent can be implemented by simple

conditional rules such as:

“if car-in-front-is-braking then

initiate-braking”

If the agent perceives that the car in front is

braking, it initiates immediately to brake to

avoid collision, without wasting time to reason.
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Proactiveness

• Reacting to an environment is easy (eg.: event/stimulus → response rules)

• But, we generally want agents to do “things for us”

• Hence goal directed behavior

• proactiveness: generating and attempting to achieve goals; not driven solely by events;

taking the initiative

• Recognizing opportunities
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Proactiveness

Proactive agents maintain a state.

• The state of the agent can contain two

kinds of knowledge:

• The agent needs some information about

how the environment evolves

• The agent needs some information about

how the agent’s own actions affect the

world

• The agent needs some sort of goal

information, so that it can act accordingly

to fulfil the goal. To do this, the agent

must be able to reason about plans to

achieve its goals.
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Balancing Reactive and Goal-Oriented Behavior

Reactivity VS Proactiveness

• We want our agents to be reactive, responding to changing conditions in an appropriate

(timely) fashion

• We want our agents to systematically work towards long-term goals

• These two considerations can be at odds with one another

• Designing an agent that can balance the two remains an open research problem
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Social Ability

• The real world is a multi-agent environment: we cannot go around attempting to

achieve goals without taking others into account

• Some goals can only be achieved with the cooperation of others

• Similarly for many computer environments

Social ability

in agents is the ability to interact with other agents (and possibly humans) via some kind of

agent-communication language (ACL), and perhaps cooperate with others.
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Is it an Agent, or just a Program?

Franklin e Graesser, “Is it an Agent or just a Program?”, 1996.

An autonomous agent is a system situated within and a part of an environment that senses

that environment and acts on it, over time, in pursuit of its own agenda and so as to effect

what it senses in the future.

As an extreme case, humans are autonomous agents according to this definition.

At the other extreme we have very simple structures such as a thermostat.

A payroll program senses the world through input and output. It is not an agent because his

output has no effect on what it later perceives. Furthermore, there is no “over time” continuity.
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The Triangle of Computation



Software Modularization

• Software Engineering aspires to quality software

• correctness

• robustness

• extensibility

• reusability

• A crucial ingredient to achieve these goals is a proper modularization of software

architecture
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The Meyer’s Triangle of Computation [Meyer, 1997]

• “To execute a software system is to use certain processors to apply certain actions to

certain objects.”

object/data
action/instruction

p
ro

cess/
th

rea
d

• process(or): a physical CPU, a

process or a thread

• action: operations making up the

computation (machine language

operations up to subroutines)

• object: data structures to which

the actions apply

(computation-dependent or files,

databases, etc.)

• Meyer’s Triangle provides a common ground for comparing different approaches to

modularization
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Functional Decomposition

object/data
action/instruction

p
ro

cess/
th

rea
d

Puts at the center the process force

Pros

• simple and intuitive: builds a system

by stepwise decomposition

• algorithmic-oriented: appropriate when

a single top goal is specified

Cons

• hardly maintainable: difficult to

incorporate new “top goals”

• hardly scalable in presence of shared

data and concurrent processes
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Object-Oriented Decomposition

object/data
action/instruction

p
ro

cess/
th

rea
d

Puts at the center the object force

Pros
• objects have a life on their own, independent

of the processes the use them

• data operations: provide the actions by

which it is possible to operate on them

• object are the fundamental notion of the

model

Cons
• objects are passive: external processes take

the decisions of what actions to invoke on

objects

• no decoupling between the use of an object

and the management of that object

• no conceptual support to the specification of

tasks (processes) 40



Actors and Active Objects

• Actors have their own thread of computation

• The actor model does not properly address the coordination problem (although

extensions have been proposed)

• In terms of Meyer’s forces the actor model:

• Supports object/data management processes (i.e., internal behaviors of actors)

• Does not support the design and modularization of processes using these objects (i.e.,

processes external to actors)
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Business Processes

• Create an explicit representation of the activities of an organization (e.g., an

enterprise)

• Describe how a set of interrelated activities lead to a precise and measurable result (a

product or a service) in response to an external, triggering event

• Emphasis on the process force: activity-centric view

• Prescriptive workflows

• No proper abstractions for capturing data manipulated along the flows

⇒ same limitations of the functional decomposition!
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Artifact-centric Process Management

• Shifting from activity-centric to data-centric of business processes

• Business Artifact (BA)

• is a conceptual business entity used in guiding the operations of a business (e.g., package

delivery, patient visit, ...)
• includes:

• information model:hold relevant data about the artifact as it moves through the workflow

• lifecycle model: states through which data can evolve + transitions between states (triggered

by task execution)

• emphasis on object-data force:

• design and modularization of processes operating on BA is not explicitly considered
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Agent-Oriented Paradigm

The agent paradigm relies on two first-class abstractions:

• agents (process force)

• environment (data/object force)

“The environment is a first-class abstraction that provides the sur-

rounding conditions for agents to exist and that mediates both in-

teraction among agents and the access to resources”

[Weyns et al., 2007]
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Agent-Oriented Paradigm

Agents are:

• autonomous: deliberative cycle (sense-plan-act) aimed at reaching a goal (proactiveness)

• situated: sense and manipulate their environment

Agents vs Objects

• objects do not have control over their own behavior (passive/reactive)

• objects do not exhibit a flexible behavior (no deliberative cycle)

• objects are single-threaded

Agents vs Actors

• actors are not deliberative/proactive
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Agent-Oriented Paradigm

object/dataaction

p
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The Awakening of the Action

Force: Norms



Norms in Multiagent Systems

• Norms condition the way in which processes operate on objects

• Norms are about “doing the right thing”; processes are about “doing what leads to a

goal” [Therborn, 2002]

• Relying on norms agents can reason about the social consequences of their actions

Norms abstract the action force

See [Baldoni et al., 2016a].
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Norms in Multiagent Systems

• Regulative Norms [Jones and Carmo, 2001]

• specify patterns of acceptable behavior (i.e., actions and interactions) via obligations,

permissions, prohibitions

• Constitutive Norms [Boella and van der Torre, 2004, Criado et al., 2014]

• defines institutional actions that make sens only within the institution they belong to

• specify the applicability conditions under which these actions can be used
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Revisiting the Meyer’s forces [Baldoni et al., 2016a]
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Revisiting the Meyer’s forces [Baldoni et al., 2016a]
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JaCaMo



JaCaMo: a Multi-Agent Oriented Programming platform

• JaCaMo is a Multi-Agent Oriented Programming (MAOP) platform

• it aims at programming systems by providing a seamless integration of three dimensions:

• Agent via Jason

[Bordini et al., 2007],

• Environment via CArtAgO

[Ricci et al., 2009],

• Organization via Moise

[Hübner et al., 2010]

Figure 1: MAOP levels [Boissier et al., 2019]
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Environment dimension (from [Boissier et al., 2019])
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Organization dimension (from [Boissier et al., 2019])
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Agent dimension (from [Boissier et al., 2019])
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Agent’s plans for obligations

Obligation to commit to a mission

Obligation to a goal
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The builing house example

Functional decomposition
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Robustness for Multiagent

Systems



Robustness: an important property of software systems

Sys. and Soft. Eng. Vocabulary ISO/IEC/IEEE 24765

Robustness as the degree to which a system or component can function correctly in the

presence of invalid inputs or stressful environmental conditions.

Robustness refers to a system property

A property of a system is robust if it is invariant with respect to a set of perturbations

[Alderson and Doyle, 2010].

• reliability as robustness to component failure

• efficency as robustness to lack of resources

• scalability as robustness to change to the size and complexity of the system as a whole

• modularity as robustness to structured component rearrangements

• evolvability as robustness of lineages to changes on long time scales
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Robustness: the role of feedback [Baldoni et al., 2021c]

The availability of feedback is seen as crucial in gaining robustness [Alderson and Doyle, 2010].

Feedback

A piece of information, some facts that are obtained retroactively, that objectively concern an

execution of interest, and that are passed from one component to another.

Significance and quality of feedback

are crucial in making a system robust: [Alderson and Doyle, 2010].

• only information that is functional to the desired kind of robustness

• only information that comes from reliable source
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Multiagent Organizations

• “An organization provides a structure of

constraints that allow a system consisting

of many parts to act as a whole, with the

aim of achieving goals that otherwise

would not be achievable (or not as easily)”

[Elder-Vass, 2011]

• Norms (rules, protocols, etc.) to define

what is expected of each agent

• Sanctions as deterrents to prevent norm

violation
sphere of influence

sense/act

environment

organizational
relationship

interaction

agent

A

B
C
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Perturbations

• Unfortunately, when the system faces an

abnormal situation (perturbation) and

some agent fails to achieve a goal,

sanctions are of little utility, if any

• The agent may have tried its best to do

what expected, but something which is

not under its control might hinder the

achievement

Broader problem

No structured way for collecting and

propagating information about encountered

situations

sphere of influence

sense/act

environment

organizational
relationship

interaction

agent

A

B
C
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Robustness

When a system meets a perturbation it needs

to reconfigure. To this aim:

1. the agents need the means for:

understanding who is entitled to ask what

to whom

2. the information of interest must be asked

to an informed source and must be

delivered in the right format

3. the information will be delivered to whom

is equipped with the right abilities and will

be entitled to perform certain tasks,

needed to cope with the situation
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Fragility in MAS: the role of feedback [Baldoni et al., 2020]

• The agents’ autonomy is an enabler of the system’s adaptability, which is crucial to

achieve robustness

• However, adaptability requires the system to be equipped with the ability to produce proper

feedback, propagate it, and process it, so to enable the selection and enactment of behavior

that is appropriate to cope with the situation

• The normative system enables the exploitation of the agents’ autonomy, creating

expectations on their activities, which is crucial to achieve system robustness

• However, agents may fail the expectations (the obligations). Whenever sanctions are not

accompanied by feedback and feedback handling mechanisms, they do not provide a means

that support robustness
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Accountability as a means for robustness in MAS

• The current design methodologies for MAS fall short in addressing robustness in a

systematic way at design time.

Accountability

We exploit the notion of accountability [Garfinkel, 1967, Grant and Keohane, 2005,

Dubnick and Justice, 2004, Baldoni et al., 2016b, Baldoni et al., 2019] as a mechanism for

building feedback/reporting frameworks, similarly to what is often done in human

organizations [Sustainable Energy for All Initiative, , Zahran, 2011].
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Accountability as a means for robustness in MAS

• We claim that account and

accountability are the crucial tools for

making organizations more robust

• In the human world/organizations

accountability it provides the means to

address recurring and systemic issues, and

to incorporate lessons learned into future

activities
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Accountability

A relationship between two parties:

• One of the parties (the “account taker” or a-taker) can legitimately ask, under some

agreed conditions, to the other party an account about a process of interest

• the other party (the “account giver” or a-giver) is legitimately required to provide the

account to the a-taker

The two dimensions of accountability

1. Normative dimension → Legitimacy of asking and availability to provide accounts

2. Structural dimension → For being accountable about a process, an agent must have

control over that process and have awareness of the situation it will account for
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Extending JaCaMo for Accountability

• Changes mostly concern the organization specification; i.e., the Moise component

• Changes are as conservative as possible (when no accountability relationship is specified,

we fall back to standard JaCaMo)

• Changes satisfy three needs:

• specify accountability agreements within an organization

• translate accountability agreements into a corresponding body of norms

• give agents the capability of producing accounts and marking goals not only as achieved, but

also as failed or released
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Accountability in Practice

How does accountability come into play while programming agents?

Three basic programming patterns can be exploited for capturing a variety of situations

• Information gathering

• Context-aware adaptation

• Exception handling
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Exceptions and Exception Handling

Exception

Event that causes suspension of normal program execution. [ISO/IEC/IEEE, 2010]

• The purpose of an exception handling mechanism is to:

1. Identify when an exception (i.e., a perturbation) occurs

2. Apply suitable handlers, capable of treating the exception and recover
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Responsibility in Exception Handling

Exception handling is a matter of responsibility distribution:

1. Always involves two parties: a party that is responsible for raising an exception, and

another party that is responsible for handling it

2. Captures the need for some information/account from the former to the latter that

allows coping with the exception

Exception handling can be built upon accountability relationships

[Baldoni et al., 2021a, Baldoni et al., 2021b]
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Conclusions

• Meyer’s forces of computation have been revised under Agent-Oriented perspective

• Agent-Paradigm is still a promising approach to design and develop of complex software

systems

• Integration of data and norm awareness might be the key to increase the appealing of

industries

• JaCaMo+ [Baldoni et al., 2018a, Baldoni et al., 2018b] and JaCaMo for accountability

and exception handling [Baldoni et al., 2021a, Baldoni et al., 2021b] is a first step along

this path
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